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Abstract

An automatic text recognizer needs, in first place,
to localize the text in the image the more accurately
possible. For this purpose, we present in this paper
a robust method for text detection. It is composed of
three main stages: a segmentation stage to find charac-
ter candidates, a connected component analysis based
on fast-to-compute but robust features to accept charac-
ters and discard non-text objects, and finally a text line
classifier based on gradient features and support vector
machines. Experimental results obtained with several
challenging datasets show the good performance of the
proposed method, which has been demonstrated to be
more robust than using multi-scale computation or sli-
ding windows.

1. Introduction

Automatic text recognition is one of the hardest
problems in computer vision. An essential prerequisite
for text recognition is to robustly locate the text on the
images. Nevertheless, this still remains a challenging
task because of the wide variety of text appearance due
to variations in font, thickness, color, size, texture, and
also geometric distortions, partial occlusions, different
lighting conditions and image resolutions.

In order to assess the state of the art in text location,
the Robust Reading Competition has been recently held
in the frame of the ICDAR 2011 conference. Two cha-
llenging public datasets were released for this competi-
tion. In this work, we evaluate the performance of our
proposed system with both datasets. The results show
that our proposed method is really competitive.

The main contributions of this paper are, in first
place, a new segmentation method based on a com-
bination of MSER and a locally adaptive thresholding
method, and secondly, a thorough study on different
simple and fast-to-compute features to distinct text from
non-text. Section 2 describes this study, while section

3 briefly explains the text location algorithm. Section 4
provides the results and section 5 concludes the paper.

2. Text features analysis

In order to obtain a set of distinctive features capable
of distinguishing character objects from non-character
objects, we have made an analysis of certain text fea-
tures under the ICDAR 2003 train dataset. Among all
the features that we have computed, we find that the
more distinctive are those shown in (1)-(8).

Occupy rate =
area

height ∗ width
(1)

Aspect ratio =
max(width, height)

min(width, height)
(2)

Compactness =
area

perimeter ∗ perimeter
(3)

Solidity =
area

convex area
(4)

Occupy rate convex area =
convex area

height ∗ width
(5)

Stroke width size ratio =
Stroke width

max(height, width)
(6)

Max stroke width size ratio =
Max stroke width

max(height, width)
(7)

Stroke width variance ratio =
Stroke width variance

Stroke width
(8)

The convex area is the area of the convex hull, which
is the smallest convex polygon that contains the region.
A stroke is a contiguous part of an image that forms a
band of a nearly constant width. Characters are made of
strokes which have consistent stroke width. The Stroke
Width Transform (SWT) [4] is a local image operator
that computes per pixel the width of the most likely
stroke containing the pixel.

Fig. 1 and Fig. 2 show the histograms of each of the
features in (1)-(8). We see that they follow a Gaussian
distribution, or half a Gaussian distribution in case of
the aspect ratio, for character components, but it can-
not be made the same approximation for non-character
components.
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Figure 1. Histograms of features vs approximated
Gaussian functions for character components on IC-
DAR’03 train set.

We have also carried out the same analysis for each
character separatedly and we have seen that the his-
tograms of the features can be also approximated by a
Gaussian function. The values of the standard deviation
of the features for each individual character are, in gene-
ral, lower than the values obtained for the general case,
but not as low as it could be expected. It means that the
variability for a single character is almost as large as the
variability for all characters altogether.

3. Text location algorithm

The flowchart of our text location algorithm is shown
in Fig. 3. Initially, letter candidates are found using a
segmentation method that combines the complementary
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Figure 2. Histograms of features for non-character
components on ICDAR’03 train set.

properties of MSER [11] and a locally adaptive thresh-
olding method [15]. Both dark-on-bright and bright-on-
dark candidates are extracted in this stage. Then, the re-
sulting candidates are filtered using certain constraints
based on the study we have shown in section 2. We re-
ject those objects for which at least one of the features
(1)-(8) is out of the range(µi−2 ·σi, µi+2 ·σi), experi-
mentally seen as the optimum one, beingµi andσi the
mean and the standard deviation for each feature res-
pectively. The maximum number of holes and the mini-
mum font height allowed are 2 holes and 10 pixels, res-
pectively. Some text candidates can be erroneously re-
jected, especially those letters which have a high aspect
ratio. In order to bring back the mistakenly removed
characters, we apply a method to restore them. This
method takes into account that adjacent characters are
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Figure 3. The flowchart of the algorithm

expected to have similar attributes, such as height and
stroke width, as well as the Ashida’s conditions [10].
Then, character candidates are grouped into lines and
each line is classified into text or non-text in order to
reject false positives. For this purpose, we use a classi-
fier based on SVM with linear kernel and three different
types of features: Mean Difference Feature (MDF) [6],
Standard Deviation (SD) and HOG [3]. Finally, words
within a text line are separated, giving segmented word
areas at the output of the system.

4. Experimental results

We evaluate the proposed method by running it on
several public test datasets and comparing to the state
of the art. In the following subsections, we show the
results obtained for each dataset.

4.1. ICDAR 2003 test dataset

The ICDAR 2003 test dataset has been used as a
benchmark for most researchers in the field of text de-
tection in the last decade. Table 1 shows the compa-
rison of our algorithm with the winners of the Robust
Reading competitions in ICDAR 2003 and 2005, as well
as with some of the methods that have worked with
this dataset in the last years. It can be seen that we
score second in the global ranking, although we outper-
form the results obtained in the framework of ICDAR
2003 and 2005 competitions, whose winner was Hin-
nerk Becker’s method.

Table 1. Text localization ICDAR’03 dataset.

Algorithm Precision Recall f

Pan et al. [12] 0.67 0.70 0.69
Our system 0.81 0.57 0.67
Ephstein [4] 0.73 0.60 0.66
H. Chen [2] 0.73 0.60 0.66
Lee et al. [8] 0.69 0.60 0.64
1st ICDAR’05 [9] 0.62 0.67 0.62
Yao [15] 0.64 0.60 0.61
Alex Chen [9] 0.60 0.60 0.58
Zhang & Kasturi [16] 0.67 0.46 0.55
1st ICDAR’03 [10] 0.55 0.46 0.50

4.2. ICDAR 2011 test datasets

In order to assess the state of the art in text location,
a new Robust Reading Competition has been recently
held in the frame of the ICDAR 2011 conference. Two
challenging public datasets were released for this com-
petition, one aimed at reading text in born-digital ima-
ges [7] and the other one aimed at reading text in scene
images [13]. Table 2 and Table 3 show the comparison
of our proposed method with the participants in each
competition, respectively. We have used the resources
available for the competitors in both challenges to com-
pute the performance of our method,i.e. the Challenge
Web Site for Challenge 1 and the DetEval software [14]
for Challenge 2. It can be seen that our method scores
first in Challenge 1 and second in Challenge 2.

4.3. CoverDB test dataset

Finally, we have also tested our method with a re-
cent benchmark that contains hundreds of images of
CD/DVD cover images [5]. Table 4 shows that we out-
perform the other methods that have been tested on this
dataset.

Table 2. Text localization ICDAR’11 Chall. 1 (%).

Algorithm Precision Recall H. Mean

Our system 89.23 70.08 78.51
Textorter 85.83 69.62 76.88
TH-TextLoc 80.51 73.08 76.62
TDM IACAS 84.64 69.16 76.12
OTCYMIST 64.05 75.91 69.48
SASA 67.82 65.62 66.70
Text Hunter 75.52 57.76 65.46



Table 3. Text localization ICDAR’11 Chall. 2 (%).

Algorithm Precision Recall H. Mean

Kim’s method 82.98 62.47 71.28
Our system 72.67 56.00 63.25
Yi’s method 67.22 58.09 62.32
TH-TextLoc 66.97 57.68 61.98
Neumann’s method 68.93 52.54 59.63
TDM IACS 63.52 53.52 58.09
LIP6-Retin 62.97 50.07 55.78
KAIST AIPR System 59.67 44.57 51.03
ECNU-CCG method 35.01 38.32 36.59
Text Hunter 50.05 25.96 34.19

Table 4. Text localization CoverDB.

Algorithm Performance

Our system 0.45
Escalera et al. [5] 0.28
Cano and Perez [1] 0.16

5. Conclusions

A new method to locate text in images with complex
background has been presented. It combines efficiently
MSER and a locally adaptive thresholding method. The
result is a connected-component-based approach that
extracts basic letter candidates using a series of easy and
fast-to-compute features. These features, after having
been extracted from a challenging train dataset which
contains different texts in a huge variety of situations,
have proved to follow a Gaussian distribution. It means
that they can be used with any dataset independently
from their size, color or font. Actually, the proposed
method has been tested on four different test datasets
and the achieved results show the competitiveness of
the method. Unlike other methods, a strong point is
the use of feedback in order to restore those charac-
ters that might have been filtered out erroneously after
computing the text features for each letter candidate. It
has been also proposed to use a classifier based on sim-
ple features such as mean, standard deviation and HOG
computed over image blocks in order to remove repea-
ting structures that can be easily confused to text lines,
such as bricks or fences.
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